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ABSTRACT. In this paper, a size-biased Poisson-Gamma Lindley distribution (SBPGLD) has been obtained by size-biasing the Poisson-Gamma Lindley distribution (PGLD) introduced recently by Nedjar and Zeghdoudi (2020). Some of its statistical properties have been discussed. The method of maximum likelihood and the method of moments for the estimation of its parameters have been discussed. Also, an application on the real data of survival times of (56) Indian state of Kerala individuals infected with Nipah virus is given.

1. Introduction

Nedjar and Zeghdoudi (2020) introduced a new distribution, named Poisson-gamma Lindley (PGLD) having probability mass function (p.m.f.)

\[ P_0(x; \theta, \beta) = \frac{\theta^2 (\beta + \theta - \theta) x + \beta (1 + \theta) + 1}{(1 + \theta)^{x+3}}, \quad x = 0, 1, \ldots; \quad \theta > 0; \quad \beta > \frac{\theta}{1 + \theta} \] (1.1)

The first four moments about origin and the variance of PGLD obtained by Nedjar and Zeghdoudi (2020) are as follows:

\[ \mu_1 = \frac{-\theta + 2 \beta (1 + \theta)}{\beta \theta (1 + \theta)}, \quad \mu_2 = \frac{-4 \theta + 8 \beta \theta + 2 \beta^2 + 6 \beta - \theta^2}{\beta^2 \theta^2 (1 + \theta)}, \]
\[ \mu_3 = \frac{2 \theta^3 \beta - \theta^2 \beta + 6 \theta^2 \beta^2 - \theta^2 \beta - \theta^2 + 6 \theta \beta^2 + 2 \beta^2}{\beta^3 \theta^2 (1 + \theta)^2}. \]
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The PSD arises from the Poisson distribution when its parameter $\lambda$ follows a lifetime distribution named Gamma Lindley distribution introduced by Zeghdoudi, Nedjar (2016a) having probability density function (p.d.f).

$$f(x; \theta, \beta) = \frac{\beta^2((\beta + \beta \theta - \theta)x + 1)e^{-\theta x}}{\beta(1 + \theta)}, \quad x > 0; \quad \theta > 0; \quad \beta > \frac{\theta}{1 + \theta} \quad (1.2)$$


Let a random variable $X$ has the original probability distribution, then a $P_0(x; \theta, \beta)$ simple size-biased distribution is given by its probability function:

$$P_1(x; \theta, \beta) = \frac{xP_0(x; \theta, \beta)}{\mu} \quad (1.3)$$

Where $\mu = E(X) = \sum_{x=0}^{\infty} xP_0(x; \theta, \beta)$ is the mean of the original probability distribution.

In the present paper, a size-biased Poisson-Gamma Lindley distribution (SBPGLD) has been proposed. It’s raw and central moments based properties including coefficient of variation, skewness, kurtosis, index of dispersion and other statistical properties have been obtained and discussed. The method of moment and the method of maximum likelihood estimation have been discussed for estimating the parameter of SBPGLD. Is a first time in literature a work used individus infected with Nipah virus in distribution theory. These contributions are motivated by the following:

- the size-biased Poisson-Gamma Lindley distribution (SBPGLD) use may be restricted to the tail of a distribution, but it is easy to apply;
- The formulas of the mean, variance, and coefficient of variation, skewness, kurtosis and index of dispersion are simple in form and may be used as quick approximations in many cases. But in general it is applicable to try out simpler distributions than more complicated ones;

- This new distribution has advantages including a number of parameters (two) which we can modeled actuarial phenomena (collective model);

- The SBPGLD distribution can be used quite effectively in analyzing many real lifetime data sets: application to Ebola and Nipah virus and application to bladder cancer patients;

- The SBPGLD distribution gives adequate fits to many data sets.

The paper is organized as follows. In Section 2, we introduce the SBPGL distribution, and give immediate properties. In Section 3 we introduce the statistical properties of SBPGLD. In Section 4, we are interested in parameters estimation using both the maximum likelihood and the moment method. In this last section, simulation studies are reported and as well, are provided data driven applications allowing comparisons between others distributions. We finish the paper with a conclusive section.

2. Size-Biased Poisson-Gamma Lindley Distribution

Using (1.1) and (1.3), the p.m.f. of the size-biased Poisson-Gamma Lindley distribution (SBPGLD) with parameters $\theta$, $\beta$ can be obtained as

$$P_1(x; \theta, \beta) = \frac{xP_0(x; \theta, \beta)}{\mu_i} = \frac{\theta^2 \beta \theta (1+\theta)}{\beta - \theta + 2\beta(1+\theta)} \frac{x((\beta + \beta \theta - \theta)x + \beta(1+\theta) + 1)}{(1+\theta)^{x+3}} = \frac{\theta^3}{-\theta + 2\beta(1+\theta)} \frac{x((\beta + \beta \theta - \theta)x + \beta(1+\theta) + 1)}{(1+\theta)^{x+2}}$$

Where $\mu_i = \frac{-\theta + 2\beta(1+\theta)}{\beta \theta (1+\theta)}$ and $x = 1, 2, 3, \ldots; \theta > 0; \beta > \frac{\theta}{1+\theta}$
\[ P_1(x; \theta, \beta) = \frac{\theta^3}{-\theta + 2\beta(1+\theta)} \frac{x\left((\beta + \beta\theta - \theta)x + \beta(1+\theta) + 1\right)}{(1+\theta)^{x+2}} \]  

(2.1)

To study the nature and behavior of SBPGLD for varying values of parameters \( \theta \) and \( \beta \), a number of graphs of the pmf of SBPGLD have been drawn and presented in the figure 1.

![Graph of the probability mass function of SBPGLD for varying values of parameters \( \theta \) and \( \beta \).](image)

Figure 1. Graph of the probability mass function of SBPGLD for varying values of parameters \( \theta \) and \( \beta \).

The SBPGLD distribution also arises from the size-biased Poisson (SBPD) distribution with p.m.f.

\[ g(x|\lambda) = e^{-\lambda} \frac{\lambda^{x-1}}{(x-1)!}; \quad x = 1, 2, \ldots, \theta > 0 \]  

(2.2)

when its parameter \( \lambda \) follows size-biased Gamma Lindley distribution (SBGLD) with p.d.f.

\[ h(\lambda; \theta, \beta) = \frac{\theta^{3} \lambda \left((\beta + \beta\theta - \theta) \lambda + 1\right)e^{-\alpha \lambda}}{2\beta(1+\theta)-\theta}, \quad \lambda > 0; \quad \theta > 0; \quad \beta > \frac{\theta}{1+\theta} \]  

(2.3)

Thus, the pmf of SBPGLD can be obtained as
\[ P_r(x; \theta, \beta) = \int_0^\infty g(x|\lambda) h(\lambda; \theta, \beta) d\lambda \]

\[ = \frac{\theta^3}{(2\beta(1+\theta)-\theta)(x-1)!} \left[ \int_0^\infty \lambda^{x-1} e^{-\lambda} \left( (\beta + \beta\theta - \theta) \lambda + 1 \right) e^{-\alpha} d\lambda \right] \]

\[ = \frac{\theta^3}{(2\beta(1+\theta)-\theta)(x-1)!} \left[ \int_0^\infty \lambda^{x+1} e^{-(1+\theta)\lambda} d\lambda + (\beta + \beta\theta - \theta) \int_0^\infty \lambda^{x+1} e^{-(1+\theta)\lambda} d\lambda \right] \]

\[ = \frac{\theta^3}{(2\beta(1+\theta)-\theta)(x-1)!} \left[ \frac{x!}{(1+\theta)^{x+1}} + \frac{(\beta + \beta\theta - \theta)(x+1)x!}{(1+\theta)^{x+2}} \right] \]

\[ = \frac{\theta^3}{(2\beta(1+\theta)-\theta)(x-1)!} \left[ \frac{x(1+\theta)}{(1+\theta)^{x+2}} + \frac{(\beta + \beta\theta - \theta)(x+1)x}{(1+\theta)^{x+2}} \right] \]

\[ = \frac{\theta^3}{(2\beta(1+\theta)-\theta)^{x+2}} \left[ \frac{x((\beta + \beta\theta - \theta)x + \beta(1+\theta)+1)}{(1+\theta)^{x+2}} \right] \]

Where \( x = 1, 2, 3, \ldots; \theta > 0; \beta > \frac{\theta}{1+\theta}. \)

3. **Moments and Moments Based Measures**

The \( r^{th} \) factorial moment about origin of the SBPGLD (2.1) can be obtained as

\[ \mu_r = E(E(X^r|\lambda)) = \int_0^\infty \left[ \sum_{x=1}^\infty x^r e^{-\lambda} \frac{\lambda^{x-1}}{(x-1)!} \right] h(\lambda; \theta, \beta) d\lambda \]

\[ = \int_0^\infty \left[ \sum_{x=1}^\infty x^r e^{-\lambda} \frac{\lambda^{x-1}}{(x-1)!} \right] \theta^3 \lambda^{x-1} \frac{((\beta + \beta\theta - \theta) \lambda + 1) e^{-\alpha}}{2\beta(1+\theta)-\theta} d\lambda \]

\[ = \frac{\theta^3}{2\beta(1+\theta)-\theta} \left[ \sum_{x=r}^\infty \lambda^{x-r} \frac{\lambda^{x-r}}{(x-r)!} \right] ((\beta + \beta\theta - \theta) \lambda + 1) e^{-\alpha} d\lambda \]

\[ = \frac{\theta^3}{2\beta(1+\theta)-\theta} \left[ \sum_{x=r}^\infty \lambda^{x-r} \frac{\lambda^{x-r}}{(x-r)!} \right] ((\beta + \beta\theta - \theta) \lambda + 1) e^{-\alpha} d\lambda \]

Taking \( y = x - r \), we get
\[
\mu_r = \frac{\theta^r}{2\beta(1+\theta) - \theta} \int_0^\infty \lambda^r d\lambda \left[ \sum_{y=0}^\infty (y+r) e^{-\frac{\lambda y}{y!}} \right] \cdot ((\beta + \beta\theta - \theta)\lambda + 1) e^{-\theta\lambda} d\lambda \\
= \frac{\theta^r}{2\beta(1+\theta) - \theta} \int_0^\infty \lambda^r (\lambda + r) \cdot ((\beta + \beta\theta - \theta)\lambda + 1) e^{-\theta\lambda} d\lambda \\
= \frac{\theta^r}{2\beta(1+\theta) - \theta} \int_0^\infty \left[ \lambda^r (\beta + \beta\theta - \theta)\lambda^2 + (r(\beta + \beta\theta - \theta) + 1)\lambda + r \right] e^{-\theta\lambda} d\lambda \\
= \frac{\theta^r}{2\beta(1+\theta) - \theta} \left[ \beta + \beta\theta - \theta \right] \int_0^\infty \lambda^r e^{-\theta\lambda} d\lambda + \int_0^\infty \lambda^{r+1} e^{-\theta\lambda} d\lambda + r \int_0^\infty \lambda e^{-\theta\lambda} d\lambda \\
= \frac{\theta^r}{2\beta(1+\theta) - \theta} \left[ \beta + \beta\theta - \theta \right] \frac{r!(r+1)(r+2)}{\theta^{r+3}} + \frac{r(\beta + \beta\theta - \theta) + 1}{\theta^2} + \frac{r}{\theta^{r+1}} \\
= \frac{r! \left[ (\beta + \beta\theta - \theta)(r+1)(r+2) + (r(\beta + \beta\theta - \theta) + 1)(r+1) + r\theta^2 \right]}{(2\beta(1+\theta) - \theta)\theta^r}
\]

The first four moments about origin of SBPGD can be obtained as

\[
\mu_0 = \frac{20\theta^2 - \theta^2 + 2(\theta - 2) + 4\theta - 6\beta}{(2\beta(1+\theta) - \theta)\theta} = \frac{\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta}{(2\beta(1+\theta) - \theta)\theta} \\
\mu_1 = \frac{12\theta^2 - 8\theta^2 + 36\theta - 18\theta + 24\beta}{(2\beta(1+\theta) - \theta)\theta^2} = \frac{4\theta^2(3\beta - 2) + 18\theta(2\beta - 1) + 24\theta}{(2\beta(1+\theta) - \theta)\theta^2} \\
\mu_2 = \frac{72\theta^2 - 54\theta^2 + 192\theta - 96\theta + 120\beta}{(2\beta(1+\theta) - \theta)\theta^3} = \frac{18\theta^2(4\beta - 3) + 96\theta(2\beta - 1) + 120\theta}{(2\beta(1+\theta) - \theta)\theta^3} \\
\mu_3 = \frac{480\theta^2 - 384\theta^2 + 1200\theta - 600\theta + 720\beta}{(2\beta(1+\theta) - \theta)\theta^4} = \frac{96\theta^2(5\beta - 4) + 600\theta(2\beta - 1) + 720\theta}{(2\beta(1+\theta) - \theta)\theta^4}
\]

Now using the relationship between factorial moments about origin and the moments about origin, the first four moments about origin of SBPGLD (2.1) can be obtained as

\[
\mu_0 = \frac{\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta}{\theta(2\beta(1+\theta) - \theta)} \\
\mu_1 = \frac{\theta^3(2\beta - 1) + 4\theta^3(5\beta - 3) + 6\theta(7\beta - 3) + 24\beta}{\theta^2(2\beta(1+\theta) - \theta)} \\
\mu_2 = \frac{\theta^4(2\beta - 1) + 4\theta^4(11\beta - 7) + 6\theta^2(31\beta - 18) + 24\theta(11\beta - 4) + 120\beta}{\theta^3(2\beta(1+\theta) - \theta)} \\
\mu_3 = \frac{\theta^5(2\beta - 1) + 4\theta^5(23\beta - 15) + 30\theta^3(23\beta - 15) + 120\theta^2(15\beta - 8) + 120\theta(16\beta - 5) + 720\beta}{\theta^4(2\beta(1+\theta) - \theta)}
\]
Now, using the relationship between central moments and the moments about origin, the central moments of the SBPGLD (2.1) are thus obtained as

\[
\mu_2 = \frac{2\theta^3(6\beta^2 - 7\beta + 2) + 2\theta^2(18\beta^2 - 13\beta + 1) + 12\theta(3\beta^2 - \beta) + 12\beta^2}{\theta^2(2\beta(1 + \theta) - \theta)^2}
\]

\[
\mu_3 = \frac{2\theta^3(12\beta^2 - 20\beta^2 + 11\beta - 2) + 2\theta^4(72\beta^3 - 94\beta^2 + 35\beta - 3) + 4\theta^3(84\beta^3 - 82\beta^2 + 21\beta - 2) + 4\theta^2(96\beta^3 - 63\beta^2 + 9\beta) + 72\theta(3\beta^3 - \beta^2) + 48\beta^3}{\theta^3(2\beta(1 + \theta) - \theta)^3}
\]

\[
\mu_4 = \frac{2\theta^7(24\beta^4 - 52\beta^3 + 41\beta^2 + 15\beta + 2) + 2\theta^6(9898\beta^4 - 996\beta^3 + 760\beta^2 - 253\beta + 31) + 4\theta^5(1200\beta^5 - 2094\beta^4 + 1273\beta^3 - 311\beta + 24) + 8\theta^4(1410\beta^4 - 1957\beta^3 + 871\beta^2 - 132\beta + 3) + 16\theta^3(905\beta^4 - 932\beta^3 + 270\beta^2 - 18\beta) + 16\theta^2(678\beta^4 - 449\beta^3 + 63\beta^2) + 32\theta(130\beta^4 - 45\beta^3) + 720\beta^4}{\theta^4(2\beta(1 + \theta) - \theta)^4}
\]

The coefficient of variation (C.V), coefficient of Skewness (\(\sqrt{\beta_1}\)), coefficient of Kurtosis (\(\sqrt{\beta_2}\)) and index of dispersion (\(\gamma\)) of the SBPGLD (2.1) are thus obtained as

\[
C.V = \sqrt{\frac{2\theta^3(6\beta^2 - 7\beta + 2) + 2\theta^2(18\beta^2 - 13\beta + 1) + 12\theta(3\beta^2 - \beta) + 12\beta^2}{\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta}}
\]

\[
\sqrt{\beta_1} = \frac{2\theta^3(12\beta^2 - 20\beta^2 + 11\beta - 2) + 2\theta^4(72\beta^3 - 94\beta^2 + 35\beta - 3) + 4\theta^3(84\beta^3 - 82\beta^2 + 21\beta - 2) + 4\theta^2(96\beta^3 - 63\beta^2 + 9\beta) + 72\theta(3\beta^3 - \beta^2) + 48\beta^3}{\theta^3(2\beta^2 - 7\beta + 2) + 2\theta^2(18\beta^2 - 13\beta + 1) + 12\theta(3\beta^2 - \beta) + 12\beta^2}^{\frac{3}{2}}
\]

\[
\sqrt{\beta_2} = \frac{2\theta^7(24\beta^4 - 52\beta^3 + 41\beta^2 + 15\beta + 2) + 2\theta^6(9898\beta^4 - 996\beta^3 + 760\beta^2 - 253\beta + 31) + 4\theta^5(1200\beta^5 - 2094\beta^4 + 1273\beta^3 - 311\beta + 24) + 8\theta^4(1410\beta^4 - 1957\beta^3 + 871\beta^2 - 132\beta + 3) + 16\theta^3(905\beta^4 - 932\beta^3 + 270\beta^2 - 18\beta) + 16\theta^2(678\beta^4 - 449\beta^3 + 63\beta^2) + 32\theta(130\beta^4 - 45\beta^3) + 720\beta^4}{\theta^4(2\beta^2 - 7\beta + 2) + 2\theta^3(18\beta^2 - 13\beta + 1) + 12\theta(3\beta^2 - \beta) + 12\beta^2}^{\frac{3}{2}}
\]
\[
\gamma = \frac{2\theta^3(6\beta^2 - 7\beta + 2) + 2\theta^2(18\beta^3 - 13\beta + 1) + 12\theta(3\beta^2 - \beta) + 12\beta^2}{(\theta(2\beta(1 + \theta) - \theta))(\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta)}
\]

4. Statistical Properties of SBPSD

4.1. Reliability Properties

We now give some basic properties of the SBPGLD model

(i) Since

\[
\mu - \sigma^2 = \frac{\theta^4(4\beta^2 - 4\beta + 1) + 4\theta^3(2\beta^2 - \beta) + 2\theta^2(-4\beta^2 + 6\beta - 1) + 12\theta(-2\beta^2 + \beta) + 12\beta^2}{\theta^2(2\beta(1 + \theta) - \theta)^2}
\]

(ii) Since

\[
P_t(x + 1; \theta, \beta) = \frac{1}{1 + \theta} \left[ \left( 1 + \frac{1}{x} \right) \left[ 1 + \frac{(\beta + \beta\theta - \theta)}{(\beta + \beta\theta - \theta)x + \beta(1 + \theta) + 1} \right] \right]
\]

is a decreasing function of \( x \), \( P_t(x; \theta, \beta) \) is log-concave. Therefore, SBPGLD is unimodal, has an increasing failure rate (IFR), and hence increasing failure rate average (IFRA). It is now better than used in expectation (NBUE) and has decreasing mean residual life (DMRL).

4.2. Generating Function

Probability Generating Function: The probability generating function of the SBPGLD (2.1) can be obtained as

\[
P_x(t) = E(t^x) = \sum_{x=1}^{\infty} t^x P_t(x; \theta, \beta)
\]

\[
= \frac{\theta^3}{(2\beta(1 + \theta) - \theta)(1 + \theta)^2} \left[ (\beta + \beta\theta - \theta) \sum_{x=1}^{\infty} x^2 \left( \frac{t}{1 + \theta} \right)^x + (\beta(1 + \theta) + 1) \sum_{x=1}^{\infty} x \left( \frac{t}{1 + \theta} \right)^x \right]
\]

\[
= \frac{\theta^3}{(2\beta(1 + \theta) - \theta)(1 + \theta)^2} \left[ \frac{(\beta + \beta\theta - \theta)t(\theta + 1 + t)(1 + \theta)}{(\theta + 1 - t)^3} + \frac{(\beta(1 + \theta) + 1)t(1 + \theta)}{(\theta + 1 - t)^2} \right]
\]

\[
= \frac{\theta^3 t}{(2\beta(1 + \theta) - \theta)(1 + \theta)} \left[ \frac{(\beta + \beta\theta - \theta)(\theta + 1 + t)}{(\theta + 1 - t)^3} + \frac{\beta(1 + \theta) + 1}{(\theta + 1 - t)^2} \right]
\]
So

\[ E(t^x) = \frac{\theta^t}{(2\beta(1+\theta)-\theta)(1+\theta)} \left[ \frac{(\beta + \beta\theta - \theta)(\theta + 1 + t)}{(\theta + 1 - t)^2} + \frac{(\beta(1+\theta) + 1)}{(\theta + 1)^2} \right] \]  

(4.1)

**Moment Generating Function:** The moment generating function of the SBPGLD (2.1) is given by

\[ M_X(t) = E(e^{tx}) = \frac{\theta^t e^t}{(2\beta(1+\theta)-\theta)(1+\theta)} \left[ \frac{(\beta + \beta\theta - \theta)(\theta + 1 + e^t)}{(\theta + 1 - e^t)^3} + \frac{(\beta(1+\theta) + 1)}{(\theta + 1 - e^t)^2} \right] \]  

(4.2)

### 4.3. Maximum Likelihood Estimate (MLE)

Given a random sample \( x_1, x_2, \ldots, x_n \) of size \( n \) from the SBPGLD distribution with p.m.f. (2.1) is,

\[ P(x; \theta, \beta) = \frac{\theta^x}{-\theta + 2\beta(1+\theta)} \left[ \frac{x((\beta + \beta\theta - \theta)x + \beta(1+\theta) + 1)}{(1+\theta)^{e^2}} \right] \]

Where \( x = 1, 2, 3, \ldots; \theta > 0; \beta > \frac{\theta}{1+\theta} \)

The likelihood function will be

\[ L(x_i; \theta, \beta) = \left( \frac{\theta^x}{-\theta + 2\beta(1+\theta)} \cdot \frac{1}{(1+\theta)^2} \right)^n \prod_{i=1}^{n} \frac{1}{(1+\theta)} \cdot x_i ((\beta + \beta\theta - \theta)x_i + \beta + \beta\theta + 1) \]

Taking log both sides

\[ \log L = 3n \log(\theta) - n \log(2\beta(1+\theta) - \theta) - 2n \log(1+\theta) \]

\[ + \sum_{i=1}^{n} \log x_i + \sum_{i=1}^{n} \log((\beta + \beta\theta - \theta)x_i + \beta + \beta\theta + 1) - \sum_{i=1}^{n} x_i \log(1+\theta) \]

\[ \frac{\partial \log L}{\partial \beta} = -\frac{2n(1+\theta)}{2\beta(1+\theta) - \theta} + \sum_{i=1}^{n} \left( \frac{(1+\theta)x_i + (1+\theta)}{(\beta + \beta\theta - \theta)x_i + \beta + \beta\theta + 1} \right) = 0 \]  

(4.3)
\[
\frac{\partial \log L}{\partial \theta} = \frac{3n}{\theta} + \frac{n(2\beta - 1)}{2\beta(1+\theta) - \theta} - \frac{2n}{(1+\theta)} + \sum_{i=1}^{n} \frac{((\beta - 1)x_i + \beta)}{(\beta - 1)x_i + \beta + \beta\theta + 1} - \sum_{i=1}^{n} \frac{1}{(1+\theta)}
\]

Or

\[
\frac{\partial \log L}{\partial \theta} = \frac{3n}{\theta} + \frac{n(2\beta - 1)}{2\beta(1+\theta) - \theta} - \frac{2n}{(1+\theta)} + \sum_{i=1}^{n} \frac{(\beta - 1)x_i + \beta}{(\beta - 1)x_i + \beta + \beta\theta + 1}
\]

(4.4)

where \( \bar{X} \) is the sample mean.

The maximum likelihood estimate (MLE), \( \hat{\theta} \) of \( \theta \) is the solution of the equation \( \frac{\partial \log L}{\partial \theta} \) and is given by the solution of the non-linear equation.

The two equations (4.3) and (4.4) may be solved by appropriate numerical methods.

However, the Fisher Scoring Method can be applied to solve these equations. We have

\[
\frac{\partial^2 \log L}{\partial \theta^2} = -\frac{3n}{\theta^2} - \frac{n(2\beta - 1)^2}{(2\beta(1+\theta) - \theta)^2} + \frac{n(2+\bar{X})}{(1+\theta)^2} - \sum_{i=1}^{n} \frac{((\beta - 1)x_i + \beta)^2}{((\beta - 1)x_i + \beta + \beta\theta + 1)^2}
\]

(4.5)

\[
\frac{\partial^2 \log L}{\partial \beta^2} = \frac{4n(1+\theta)^2}{(2\beta(1+\theta) - \theta)^2} - \sum_{i=1}^{n} \frac{((1+\theta)x_i(1+\theta))^2}{((\beta - 1)x_i + \beta + \beta\theta + 1)^2}
\]

(4.6)

\[
\frac{\partial^2 \log L}{\partial \beta \partial \theta} = -\frac{2n}{(2\beta(1+\theta) - \theta)^2} + \sum_{i=1}^{n} \frac{(x_i + 1)^2}{((\beta - 1)x_i + \beta + \beta\theta + 1)^2}
\]

(4.7)

The following equations for \( \hat{\theta} \) and \( \hat{\beta} \) can be solved

\[
\begin{bmatrix}
\frac{\partial^2 \log L}{\partial \theta^2} & \frac{\partial^2 \log L}{\partial \theta \partial \beta} \\
\frac{\partial^2 \log L}{\partial \beta \partial \theta} & \frac{\partial^2 \log L}{\partial \beta^2}
\end{bmatrix} \begin{bmatrix}
\hat{\theta} - \theta_0 \\
\hat{\beta} - \beta_0
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \log L}{\partial \theta} \\
\frac{\partial \log L}{\partial \beta}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\hat{\theta} - \theta_0 \\
\hat{\beta} - \beta_0
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \log L}{\partial \theta} \\
\frac{\partial \log L}{\partial \beta}
\end{bmatrix}
\]
Where $\theta_0$ and $\beta_0$ are the initial values of $\theta$ and $\beta$ respectively. These equations are solved iteratively till sufficiently closed estimates of $\hat{\theta}$ and $\hat{\beta}$ are obtained.

4.4. Estimates from Moments

Using the first moment $\mu_i$ and second moment $\mu_2$ about SBPGLD, we have

$$
\begin{align*}
E(X) &= \mu_i = \frac{\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta}{\theta(2\beta(1 + \theta) - \theta)} \\
E(X^2) &= \mu_2 = \frac{\theta^3(2\beta - 1) + 4\theta^2(5\beta - 3) + 6\theta(7\beta - 3) + 24\beta}{\theta^2(2\beta(1 + \theta) - \theta)}
\end{align*}
$$

(4.8)

where $\mu_2 = s^2 + \mu_i^2$ and $s^2$ is the variance. By solving this non-linear system, we find the couple $(\hat{\theta}, \hat{\beta})$ where $(\hat{\theta}, \hat{\beta}) > 0$ for all $\mu_i > 0$, $s > 0$.

$$
\mu_i = \frac{\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta}{\theta(2\beta(1 + \theta) - \theta)}
$$

$$
\theta^2(2\beta - 1) + 4\theta(2\beta - 1) + 6\beta = 2\beta(1 + \theta)\theta\mu_i - \theta\mu_i
$$

$$
2\beta\theta(1 + \theta)\mu_i - 2\beta(\theta^2 + 4\theta + 3) = \theta\mu_i - \theta^2 + 4\theta
$$

$$
\beta(2\theta(1 + \theta)\mu_i - 2\theta^2 - 8\theta - 6) = \theta\mu_i - \theta^2 + 4\theta
$$

$$
\beta = \frac{\theta^2\mu_i - \theta^2 + 4\theta}{2\mu_i(\theta^2 + \theta) - 2\theta^2 - 8\theta - 6}
$$

So

$$
\hat{\beta} = \frac{\theta^2\mu_i - \theta^2 + 4\theta}{2\mu_i(\theta^2 + \theta) - 2\theta^2 - 8\theta - 6}
$$

Note that $\mu_i = \overline{X} = 1$ if and only if $x_i = 1$ for all $i = 1, 2, ..., n$. A data set where all observations are ones is not worth analyzing. This situation, of course, will not lead to any estimate of $\theta$. However, such situation may arise in a simulation experiment when $n$ is small. For this reason, we will assume throughout this paper that $\overline{X} > 1$.

5. Simulation

This section presents a simulation study is carried out for each triplet $(n, \theta, \beta)$, to examine the bias and mean square error of the maximum likelihood estimators for a finite sample size $n$. 
In this simulation, we can choose $\theta = 0.1, 0.5, 5, \beta = 0.2, 0.5, 2$, and $n=20, 50, 100$.

The plan of this simulation as follows:
- choose the initial values of $\theta_0, \beta_0$ for the corresponding elements of the parameter vector $\Theta = (\theta, \beta)$ to specify SBPGaL distribution;
- choose sample size $n$;
- generate $N$ independent samples of size $n$ from SBPGaL($\theta, \beta$);
- compute the ML estimate $\Theta_n$ of $\Theta_0$ for each of the $N$ samples;
- compute the mean of the obtained estimators over all $N$ samples,

Average $\text{bias}(\theta) = \frac{1}{N} \sum_{i=1}^{N} (\Theta_i - \Theta_0)^2$, and the average square error $\text{MSE}(\theta) = \frac{1}{N} \sum_{i=1}^{N} (\Theta_i - \Theta_0)^2$.

\begin{table}[h]
\centering
\caption{Average bias of the simulated estimates}
\begin{tabular}{lcccccc}
\hline
& $\theta = 0.1, \beta = 0.2$ & $\theta = 0.1, \beta = 0.5$ & $\theta = 0.1, \beta = 2$ \\
\hline
\multirow{3}{*}{$n=20$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.002 & 0.085 & 0.086 & 0.0086 & 0.025 & -0.014 \\
\hline
\multirow{3}{*}{$n=50$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.0006 & 0.042 & 2.5x10^-2 & 0.001 & 1.6x10^-2 & -0.001 \\
\hline
\multirow{3}{*}{$n=100$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.0001 & 0.0071 & 4x10^-3 & 0.0006 & 0.01 & -0.0008 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Average bias of the simulated estimates}
\begin{tabular}{lcccccc}
\hline
& $\theta = 0.1, \beta = 2$ & $\theta = 0.5, \beta = 2$ & $\theta = 5, \beta = 2$ \\
\hline
\multirow{3}{*}{$n=20$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 2x10^-4 & -0.005 & 10^-2 & -0.03 & 0.092 & -0.056 \\
\hline
\multirow{3}{*}{$n=50$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.6x10^-4 & -0.01 & 2x10^-3 & -0.013 & 0.022 & -0.01 \\
\hline
\multirow{3}{*}{$n=100$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 5x10^-5 & -0.006 & 10^-4 & -0.0064 & 0.007 & -0.008 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Average bias of the simulated estimates}
\begin{tabular}{lcccccc}
\hline
& $\theta = 5, \beta = 0.2$ & $\theta = 0.5, \beta = 0.5$ & $\theta = 0.1, \beta = 0.5$ \\
\hline
\multirow{3}{*}{$n=20$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.45 & -0.426 & 0.015 & -0.0049 & 0.0005 & -0.024 \\
\hline
\multirow{3}{*}{$n=50$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.12 & -0.122 & 3.3x10^-3 & -0.0029 & 1.2x10^-4 & -0.073 \\
\hline
\multirow{3}{*}{$n=100$} & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) & bias($\theta$) & bias($\beta$) \\
\hline
 & 0.05 & -0.067 & 0.0001 & -0.0004 & 0.00002 & -0.0005 \\
\hline
\end{tabular}
\end{table}
Table 2 Average MSE of the simulated estimates

| | | | | | | |
|---|---|---|---|---|---|
| | $\theta = 0.1, \beta = 0.2$ | $\theta = 0.1, \beta = 0.5$ | $\theta = 0.1, \beta = 2$ |
| MSE($\theta$) | MSE($\beta$) | MSE($\theta$) | MSE($\beta$) | MSE($\theta$) | MSE($\beta$) |
| $n=20$ | $0.8 \times 10^{-4}$ | 1.76 | 0.14 | 0.0011 | 0.017 | 0.00252 |
| $n=50$ | $2.1 \times 10^{-5}$ | 0.23 | 0.03 | $2.7 \times 10^{-4}$ | $2.1 \times 10^{-3}$ | 0.0013 |
| $n=100$ | $4 \times 10^{-6}$ | 0.03 | 0.002 | 0.00001 | 0.0003 | 0.0006 |

| | $\theta = 0.1, \beta = 2$ | $\theta = 0.5, \beta = 2$ | $\theta = 5, \beta = 2$ |
| MSE($\theta$) | MSE($\beta$) | MSE($\theta$) | MSE($\beta$) | MSE($\theta$) | MSE($\beta$) |
| $n=20$ | $1.2 \times 10^{-6}$ | 0.046 | 0.0005 | 0.024 | 0.142 | 0.035 |
| $n=50$ | $2.8 \times 10^{-7}$ | 0.012 | $1.1 \times 10^{-4}$ | 0.0075 | 0.051 | 0.015 |
| $n=100$ | $10^{-8}$ | 0.006 | 0.00002 | 0.0003 | 0.008 | 0.005 |

Table 1 shows how the two biases vary with respect to n. Table 2 shows how the mean squared errors vary with respect to n. The mean squared errors for each parameter decrease to zero as $n \to \infty$. Also, the result of table 1 confirm that $\theta$ is positively biased and the bias ($\hat{\theta}$) $\to 0$, $\theta \to 0$, and $\beta$ is negatively biased if $\beta > 0.5$ and the bias ($\hat{\beta}$) $\to 0$, $\beta \to 0$, and $\theta \to 0$. Moreover, table 2 shows that $\text{MSE}(\theta)$ and $\text{MSE}(\beta) \to 0$ where $\theta \to 0$ and $n \to \infty$.

6. Goodness of fit: Application to real data set

In this section, we illustrate the applicability of SBPGL distribution by considering a real data set on Nipah virus infection (world health organization source).

Table 3 represents the data of survival times (in months) of (56 Indian state of Kerala individus infected with Nipah virus in 2017, which we compare Poisson distribution, Poisson Quasi Lindley distribution (PQLD) and SBPGLD.
According to Table 3, we can observe that size-biased gamma-Lindley distribution provide smallest $\chi^2$ values as compared others distributions and hence best fits the data among all the models considered.

**Table 3** Comparison between distributions

<table>
<thead>
<tr>
<th>Number of attached particles</th>
<th>Obs freq.</th>
<th>Poisson</th>
<th>PQL</th>
<th>SBPGLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>33</td>
<td>26.45</td>
<td>31.85</td>
<td>32.56</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>19.84</td>
<td>13.83</td>
<td>13.522</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>7.44</td>
<td>5.94</td>
<td>5.84</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1.86</td>
<td>2.53</td>
<td>2.51</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.35</td>
<td>1.07</td>
<td>1.08</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.05</td>
<td>0.45</td>
<td>0.47</td>
</tr>
<tr>
<td>Total</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
</tbody>
</table>

$\theta = 0.75$

$\beta = 5.93$

$\theta = 1.53,$

$\beta = 0.75$

$\chi^2$ = 24.1

$\chi^2$ = 1.057

$\chi^2$ = 0.756

**Figure 2** Density plots of Poisson, PQL, SBPGLD distributions and real data
7. Conclusion
The size-biased Poisson-Gamma Lindley distribution (SBPGLD), of which the size-biased Poisson Lindley distribution (SBPLD) is a particular case, has been introduced. The estimation of its parameters has been discussed using the method of maximum likelihood and the method of moments. A simulation study is carried out to examine the bias and mean square error of the maximum likelihood estimators of the parameters. An application of the model to a real data set are presented (data of survival times (in months) of 56 Indian state of Kerala individus infected with Nipah virus). Also, the comparison fit study with other well-known one and two parameters. The adequacy of fits was assessed in term $\chi^2$ value and density plots. We can show that the size-biased Poisson gamma–Lindley distribution can be used quite effectively in analyzing real lifetime data and actuarial science.

For future studies, we can discuss the collective risk model by considering the proposed distribution (SBPGLD) as primary distribution and exponential and Erlang distributions as secondary ones.
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